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Abstract
Images play a crucial role in online news perception. Images catch users’ attention and strongly affect how they interpret the news. Images serve different roles, e.g., visualizing a scene discussed in the text, highlighting certain aspects by a stock photo, or showing archived footage of a relevant person or organization. News Images as part of MediaEval 2022 aims to gain more insight into the interplay of images and texts in different news domains. Participant access a large set of articles and accompanying images collected from general online news portals and an RSS-based news stream. In contrast to NewsImages 2021 data come from different news sources. Thus, this year’s task facilitates comparing image usage on different portals and analyzing transfer learning strategies. This paper describes the NewsImages task, explains the dataset and evaluation metrics. It draws connections to existing research.

1. Introduction
Publishers present news as a multimodal mix: images, video clips, and soundbites accompany the textual content. Imagery attracts readers’ attention and illustrates aspects of the textual body. Research both on multimedia and personalization has previously assumed a simple relationship between the modalities. For instance, image captioning [1] models the task as quite literally describing the image’s scenery. Contrarily, Oostdijk et al. [2] found that the relationship is much more complicated. The News Images task at MediaEval 2022 investigates the relationship with real-world data seeking to better understand its implications for journalism and news personalization.

Participants have access to news from three different sources: Publishers’ websites, RSS feeds, and social media. For each kind of source, the data presents a training portion and an evaluation set for which the link between text and image has been removed. Participants have to re-match the articles and images. Thereby, the task addresses questions such as: What makes an image appealing as depiction of news events? How do editors select images? What do readers find most relevant for news images? News Images seeks to surpass conventional research on image concept detection.
2. Background and Related Work

The Multimedia Evaluation Benchmark task NewsImages researches the interesting aspects of multi-media content in the news domain for the fifth time in 2022. In the years 2018-2020, the NewsREEL Multimedia [3, 4, 5] focused on predicting the popularity of news items based on multi-media content. In 2021 the focus shifted on understanding the connection between texts and images [6].

The annotation and the understanding of images has been an active research topic in recent years. Several datasets (e.g. Flickr30k [7], MS COCO [8]) exist, providing textual annotation of images. These datasets are designed for learning methods for automated image labeling and image retrieval. The dataset focus on describing the image content but do neither consider the role of the image in the context nor relation between the image and the surrounding text. The NewsImages task focus on researching the relation of images and news articles. NewsImages is also strongly related to the news recommendation problem. CLEF NewsREEL researched methods for identifying trends in news streams and for providing news recommendations. News recommender systems extract features from news articles and the user behavior for computing highly relevant recommendations. Most existing recommender systems only consider the textual content, making use of traditional Information Retrieval methods and advanced Language Model-based approaches. Text-based recommender systems can efficiently provide good recommendations. Besides, recent years have seen an upward trend concerning research on multimodal recommender systems. For instance, Truong and Lauw [9] investigate how to leverage multimodal user feedback, Salah et al. [10] prepare a framework for multimodal recommender systems and Oramas et al. [11] examine the use of multimodal data for music recommendation. For a comprehensive review, we refer to [12]. The News Images task supports the research toward multimodality.

Strongly related with news recommendations it the detection of ‘fake news’ [13]. ‘Fake news’ often put data or images in an misleading context in order to attract users or to achieve an intended perception. Thus, a fine-grained analysis of images and text helps to get a better understanding of this phenomenon. The NewsImages task allows to research the use of images in news articles with respect to different news domains.

3. Task Description

News Images explores the relation between news texts and images. Concretely, the task’s data set considers three news channels: publishers’ news portals, RSS feeds, and social media. For each channel, participants obtain a training set that includes the link between text and image. Besides, they receive an evaluation set with the link removed. Participants’ task is to develop and evaluate ways to re-match news articles and images. The set of images contains some instances that could be related to more than one article. For instance, the editor uses a stock photo capturing the happening more conceptually. Thus, participants can submit an ordered list of image candidates. The evaluation protocol checks the position of the actually linked image and rewards submission with the match early on.

4. Dataset

We provide a dataset comprising three different news sources: Online News portals, Twitter, and an RSS news feed. The heterogeneity of the data sources allows us to analyze the relation of images and texts in three different yet similar news domains.
Creating the dataset follows three steps: (1) We crawled news articles from the source. The crawling stretched from March to August 2022. (2) We applied two filters to guarantee data quality. We removed articles with more than 30% non-ASCII characters as well as articles with fewer than 20 characters. (3) We apply a set of rules to determine the best image in cases with multiple images. An expressive image has a reasonable size, sufficient entropy in the color spectrum—which helps us to filter out logos—, contains little text if at all, and ideally is unique. Having filtered the images automatically, an annotator checked the output and assured that inadequate images and logos had been excluded. The filtering succeeded for the analyzed RSS feed. Still, the high variety of images on major news portals necessitated a manual post-filtering.

The data contains information related to articles and images. Articles’ metadata include the URL, title, and a text snippet. The image data consist of a URL and an image hashcode. We do not provide image captions and ask participants not to make use of the image filename.

The data set comprises three batches each consisting of a training and a test set. The test sub batches provide 1,500 elements to simplify the comparison of the results obtained for the three batches. Table 1 illustrates the data set.

<table>
<thead>
<tr>
<th>Batch</th>
<th>Source</th>
<th>Purpose</th>
<th>No. Cases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Batch 1a</td>
<td>Web sites</td>
<td>Training</td>
<td>2539</td>
</tr>
<tr>
<td>Batch 1b</td>
<td>Web sites</td>
<td>Test</td>
<td>1500</td>
</tr>
<tr>
<td>Batch 2a</td>
<td>Tweets (Twitter)</td>
<td>Training</td>
<td>2387</td>
</tr>
<tr>
<td>Batch 2b</td>
<td>Tweets (Twitter)</td>
<td>Test</td>
<td>1500</td>
</tr>
<tr>
<td>Batch 3a</td>
<td>RSS Feed</td>
<td>Training</td>
<td>3292</td>
</tr>
<tr>
<td>Batch 3b</td>
<td>RSS Feed</td>
<td>Test</td>
<td>1500</td>
</tr>
</tbody>
</table>

5. Evaluation

We want to better understand the interplay between news texts and images. As a proxy, we task participants to re-match texts and images.

Participants obtain a set of unlinked news articles and images. For each article, they have to provide a list of images sorted by match likelihood. We cap the lists at 100 to simplify computation and account for the expectation that editors will not spend time browsing to long lists of images. Each of the three evaluation sets contains 1,500 articles and images. Consequently, participants provide a tab-separated file with one column for the article reference followed by 100 columns with image identifiers.

5.1. Evaluation Metric

We use Mean Reciprocal Rank (MRR) [14] as the main evaluation criteria. MRR is defined as

\[ \text{MRR} = \frac{1}{N} \sum_{n=1}^{N} \frac{1}{\text{rank}(x_n)}, \]

where \( \text{rank}(x_n) \) returns the rank at which the matching image was listed or a very large number such as \( 10^{12} \) if the list excludes the matching image. The earlier the matching image appears on
average, the higher the score. The MRR strongly favors the top of the list and penalizes finding a match further down. Besides, we compute the Average Precision (AP) at ranks $N$ for $N \in \{1, 5, 10, 20, 50, 100\}$. AP lets us investigate whether the predictions are more accurate in some ranges.

5.2. Run Description

Participants’ working notes inform about their ideas. We encourage participants to explore different ideas to help us better understand the interplay between texts and images in news. Consequently, participants can submit up to five runs for each of the three test sets. Each run consists of predictions for each of the three test sets. We further motivate participants to compare the results of different runs and analyze the findings with respect to quality, computational complexity, and used resources. The discussion of the results should take into consideration the dataset’s particularities and explain how findings translate to other scenarios. Finally, participants should describe what they have learned and contemplate how their insights can help to advance the research.

6. Conclusion

Understanding the relation between text content and images in news remains a tough challenge. Images have different roles in news such as attracting users, highlighting specific aspects of a message or providing additional context for a news article. Dependent of the concrete news event, the image may depict the news event, shows an old similar scene or depicts persons or objects related to the news text. Understanding the user preferences in consuming images and the publishers policies for selecting images helps to research to induced news perception and intentions.

Consequently, understanding the relation between news texts and images can give publishers an competitive advantages, help to detect fake news and click baiting, as well as pave to way for the penalization of news.
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